WEIGHTED LP-BOUNDEDNESS OF FOURIER SERIES
WITH RESPECT TO GENERALIZED JACOBI WEIGHTS.
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Abstract. Let w be a generalized Jacobi weight on the interval
[—1,1] and, for each function f, let S, f denote the n-th partial sum
of the Fourier series of f in the orthogonal polynomials associated to
w. We prove a result about uniform boundedness of the operators S,
in some weighted LP spaces. The study of the norms of the kernels K,
related to the operators S, allows us to obtain a relation between the
Fourier series with respect to different generalized Jacobi weights.

Let w be a generalized Jacobi weight, that is,

N
w(z) = h(z)(1 —2)*(1 + z)? H lx — ;|7 ) x e [-1,1]
i=1

where

a) Oé,ﬁa%‘ >—1,t € (_17 1)7 li 7é t] Vi 7£ ]a

b) h is a positive, continuous function on [—1,1] and w(h,§)d~! € L1(0,1), w(h,?d)
being the modulus of continuity of h.

Let dy = w(x) dz on [—1,1] and let S,, (n > 0) be the n-th partial sum of the Fourier
series in the orthonormal polynomials with respect to du. The study of the boundedness

HSanLP(updu) < CHfHLP(deu); (1)
N
where u(z) = (1 —:L‘)“(l—l—x)lex—mgi, a,b,g; € R
i=1
N
and v()=1-2)*(1+2)? [[le -t A BG eR
i=1

was done by Badkov ([1]) in the case u = v by means of a direct estimation of the kernels
K, (z,y) associated with the polynomials orthogonal with respect to du. Later, one of
us ([10]) considered the same problem, with w and v not necessarily equal; his method
consists of an appropriate use of the theory of A, weights. He found conditions for (1)
which generalized those obtained for © = v by Badkov. However, this result, which we
state below, follows only in the case v; > 0,7 =1,...,N.
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Theorem 1. Let v; > 0,i=1,...,N and 1 < p < oo. If the inequalities

A+ (a+1)(; — 3) <min{g, 45}
B+ (B+1)(; —3) <min{3, 557} (2)
a+ (a+1)(2—3)>—min{], 2

1
p 32
b+ (8+1)(5 —3) > —min{g, ﬁ“} (3)
gi+(i+1)(5—3) > —min{3, 2=} (=1,...,N)
and
, B <'b, Gi <y (4)

hold, then
3C > 0 such that ||Syfllrrwran)y < C\fllorran Y € LP(vPdu), ¥n € N.

The objective of this paper is to show that the result remains true without the re-
striction «; > 0 and that conditions (2), (3) and (4) are also necessary for the uniform
boundedness:

Theorem 2. Let 1 < p < oco. Then, there exists C > 0 such that
HSnf“L’P(uPdu) < C”JCHLP(UPd,u) \V/f S Lp(vpdlu’)a Vn € N;

if and only if the inequalities (2), (3) and (4) are satisfied.

For the sake of completeness, we give a brief sketch of the proof of theorem 1 (see also
[10]). By using Pollard’s decomposition of the kernels K, (z,y) (see [8], [5]), the uniform
boundedness of S,, can be reduced to that of the Hilbert transform with pairs of weights

(| Pogr (@) Pu(z)Pw (), |Qn ()| 7P (1 — &) "Po(x)Pw(z) ' ~P)
and
(1Qn(@)[P(1 = 2?)Pu(x)Pw (), | Poyi ()| Po(z)Pw(z)'P),

Q.. being the n-th orthonormal polynomial relative to the measure (1 — 22)du. Using now
Hunt-Muckenhoupt-Wheeden and Neugebauer results (see [2], [6]), together with some
known estimates for generalized Jacobi polynomials (see (8) below), for the above uniform
boundedness the following conditions turn out to be sufficient:

(up, vn) € Ap((~=1,1))

and

(@, ) € Ap((~1,1))
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for some § > 1, with A, constants independent of n, where

Un () =(1 — )PTY(1 — x4 n~2)7P2at)/4
x (1 _i_x)bp-‘rﬁ(l 4o +n—2)—p(2ﬁ+1)/4
N
X H |z — 5|97 (| — t;] + n ) TPY/2)
i=1
on(z) =(1 — :U)Ap+04(1—p)+p<1 — 4+ n—2)p(20¢+3)/4
x (1 +x)Bp+ﬁ(l—p)+p(1 +x+n—2)p(2ﬁ+3)/4

N

XH|.’IJ—ti

=1

Giptri(1=P) (| — t,| 4+ n~1)Pre/2

and similar expressions for u,, and v,,.
These conditions are easy to check using the simpler result (see [10]):

Lemma 3. Let {x, }n>0 be a sequence of positive numbers converging to0. Letr,s, R, S €
R. Then,
(" (2] + 2n)% 2] (2] + 20)®) € 4p((—1,1))

with a constant independent of n if and only if the following inequalities hold:

r>—1; R<p—1; R<r;
r+s>-—1; R+S<p-—1; R+S5<r+s.

At least in the case u = v (thus g; = G, Vi), inequality R < r requires v; > 0 Vi.
But, with this assumption, theorem 1 follows.

Let us introduce now some notation: {P,(z)}, {k,} and {K,(z,y)} will be, respec-
tively, the orthonormal polynomials, their leading coefficients and the kernels relatives to
dp; if c € (=1,1), {PS(x)}, {k¢} and {KE(x,y)} will be the corresponding to (z — ¢)?dp.
Then, it is not difficult to establish Vn € N the relations

Kal,) = (@ = Ay~ IR (o) + 5000, o)
Ko(i,6) = PAOPEE) — PP (0P (o) )

It can be also shown (see [4], theorems 10 and 11, and [9], pag. 212) that

If we define

N
d(z,n) =1 —xz+n2) A1 4 g 402 CODAT](J2 — ;] +n71) /2,
=1



it is known ([1]) that there exists a constant C' such that Vz € [—1,1], Vn € N
[P ()] < Cd(,n). (8)

There are also some well-known estimates for the kernels, one of them being this ([7],
pag. 4 and pag. 119, theorem 25): if ¢ € (—1,1) and the factor |x — ¢| occurs in w with
an exponent 7, there exist some positive constants C; and Cs, depending on ¢, such that
Vn € N

Cin"™ < K, (c,¢) < Con¥t, (9)

From now on, all constants will be denoted C, so by C' we will mean a constant,
possibly different in each occurrence. Using (6), (7) and (8) we obtain the following result:

Proposition 4. Let 1 < p < 00, 1/p+1/q =1 and suppose the inequality (3) holds. Let
—1 < ¢ <1 and let v and g be the exponents of |x — ¢| in w and u, respectively. Then,
there exists a positive constant C' such that ¥Yn > 0:
CnOr+1/a=g ifg<(y+1)(1/2—1/p)+1/2
1K, )l oguray < { Cn7/2(logm) V7 if g = (y + 1)(1/2 = 1/p) +1/2
Cn/? if(yv+1)(1/2-1/p)+1/2<g

Proof. From (8) it follows that | P, (c)| < Cn?/2. Since {P¢} is the sequence associated
with (x — ¢)%du, it also follows from (8) that

|Pi(2)] < C(lz — | +n7 1) " d(z, n).
Now, from (6) and (7) we get:
1K, (x,¢)| < Cn2(Jx — | + n~ )" Yd(x, n). (10)
Let us take £ > 0 such that |t; — ¢| > € for all ¢; # ¢. We can write:

||Kn(CC,C)HZ£p(upw)

:/ |Kn(x,c)|pu(x)pw(x)dx+/ | Ky (x, ¢)|Pu(x)Pw(z)de
|z—c|>e

lz—c|<e

Using (10), we obtain for the first term

/| e | Ky (z, ¢)[Pu(z)Pw(z)de < C’nm/Q/ (|lz — ¢| + n= 1) "Pd(x, n)Pu(x)Pw(z)ds

lz—c|>e

gCnPW/Q/ d(z,n)Pu(z)Pw(x)dx.
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It is easy to deduce from (3) that this last integral is bounded by a constant which does
not depend on n, so

/|_ N | K, (2, ¢)|Pulz)Pw(z)de < CnPY/2, (11)

Let us take now the second term; since for |x — ¢| < € there exists a constant C' such that
Vo d(z,n) < C(lz —c| +n~1)7/2, u(z) < Clr — ¢/ and w(z) < Clx — ¢|?, we have

/| e | Ky (2, ¢)[Pu(z)Pw(x)dr < C’nm/Q/ (|2 — ¢| + n= 1) "Pd(x, n)Pu(x)Pw(x)ds

lz—c|<e

< CnP/? / (|z —¢| + n—l)—p(1+v/2)|x _ c]ng”dx
|x—c|<e
1
< Cnm/2/ (y + n—l)—p(1+7/2)ygp+wdy
0

1
- Cnm/2+p(1+v/2)—gp—7—1/ (ny + 1)—p(1+v/2)(ny)gp+vndy
0

— OpPy/2+p(1+7/2)—gp—-1 /n(r + 1)’p(1+’7/2)r9’3+7dr.
0
Taking into account that p(1++/2) —gp—~v—1=p[(y+1)(1/2—1/p) —g+1/2] and there
exist some constants C7 and C5 such that C; <r+1<Cyon [0,1] and C1r <r+1 < Cyr
on [1,n], we finally get the inequality

1
/ | K, (, ) [Pu(z)Pw(z)de < Cnm/2+p[(v+1)(1/2—1/p)—g+1/2]/ 9P+ dp
|z—c|<e 0

. (12)
+Cnp7/2+p[(v+1)(1/2—1/p)—9+1/2]/ Pl +1)(1/2=1/p)—g+1/2]-1 4.
1
Since (3) implies gp + v > —1, the first term is bounded by
1
Cnp7/2+p[(v+1)(1/2—l/p)—9+1/2}/ PP gy < OpPY/2 (1) (1/2-1/p)—g+1/2] (13)
0

For the second term, let us consider separately the three cases in the statement.
a) If g < (y+1)(1/2—1/p) +1/2, then —p[(v+1)(1/2—1/p) —g+1/2] -1 < —1.
Thus "
/ Pl D (/2= 1/p) =g +1/2-1 g, <
1
In this case, (12) and (13) imply:

/ 1K (2, ¢)|Pu(z)Pw(z)de < CpPr/2+el1)(1/2=1/p)=g+1/2]
|z—c|<e
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Since p[(y +1)(1/2 —1/p) — g+ 1/2] > 0, from this inequality and (11) we obtain

| K (2, ¢) < O/ 2+pl( A1) (1/2=1/p)=g+1/2]

||I[)/p(upw)
= OpPlOTDA=1/p)=dl — oppl+)/a—g]

as we had to prove.
b) If (v+1)(1/2—-1/p) +1/2 < g, then —p[(¢g +1)(1/2-1/p) —g+1/2] =1 > —1.
Therefore

/n p Pl D(A/2=1/p) =g +1/2]-1 g < Oy —Pl(v+1)(1/2-1/p)—g+1/2]
1

By (12) and (13), it follows
/ | K (2, ) |Pu(x)Pw(z)de < CnP/?
|z—cl<e

and
1K@, 12y < C?72.

o)lfg=0nw+1)(1/2-1/p)+1/2

/ " ol /2-1/P) =g+ /2 gy  Jog s
1

hence,
/ | K, (2, ) [Pu(z)Pw(z)de < CnPY/?logn
lz—c|<e

and

| K (x,c) ) < CnP/?logn.

Hi?(u?w
This concludes the proof of the proposition.
Corollary 5. Let 1 < p < o0, 1/p+ 1/q = 1 and suppose the inequality (2) holds. Let

—1 < c< 1 and~y and G be the exponents of |x — ¢| in w and v, respectively. Then, there
exists a positive constant C such that Vn € N

Cn/? ifG < (y+1)(1/2—=1/p) +1/2
1Kn(@, )| Loqaw) < 4 Cn2/2(logn)/e i G = (y+1)(1/2 — 1/p) +1/2
CnOHD/PHEf (y+1)(1/2 = 1/p) + 1/2 < G

Proof. Just apply proposition 4 to the weight v~! and keep in mind the equality
1/2—-1/p=1/q—1/2.

The following result is just what we need to extend theorem 1 to the general case
vi > —1.



Corollary 6. Let 1 < p < oo, 1/p+1/q = 1. Suppose the inequalities (2), (3) and (4)
hold. Let —1 < ¢ < 1. Then, there exists a positive constant C' such that ¥n > 0:

[ (25 )| Lo () S (25 €) | La (v -0w) < CKn(c;€).

Proof. Tt is a simple consequence of proposition 4, corollary 5 and the estimate (9).
The only thing we must do is to consider each case in these results separately.

Note. Although it will not be used in what follows, corollary 6 also holds when ¢ = +1.
The proof is similar: starting from other expressions for K, (z,+1), analogous results to
proposition 4 and corollary 5 can be obtained, and then corollary 6 follows.

We are now ready to prove our main result:

Proof of theorem 2. a) Let us assume first that the inequalities (2), (3) and (4) hold.
We prove that the operators S,, are uniformly bounded by induction on the number of
negative exponents ;. If 7; > 0 Vi, the result is true, as we saw before (theorem 1). Now,
suppose there exist k negative exponents ~;, with £ > 0, and the result is true for £ — 1.
Let ¢ € (—1,1) be a point with a negative exponent ~y. Let us remember the formula (5):

Kn(v,y) = (x —c)(y — o) K;_1(z,y) +

We define the operators:

B Y Kz, 0)Kn(c,y)
Tfta) = [ SR gy,

lﬁﬂ@z/m@—dw—dKLﬂ%wﬂwa@.

—1

Then, S,, =T, + R,. We are going to study firstly the operators T),:
Ky(z,¢) [
T, = Ky ) d 3
fa) = s [ e f@uay

thus

S B (e ) ()~ F @) o(y)w(y)d

Y
T fll Lo (urwy < 1 (2, )| Lo (upw)

K, (c,c)
1K (2, )| Lo (urw) | Kn (2, €)0(2) 7| La ()
< P(w
= Kn(c,c) ||fUHL (w)
_ (@, Illor wrw) [ (2, ) La(o-aw) T
Kn(C, C) Lp(va) .

From corollary 6 it follows
| T fll e urap) < CfllLerap Yf € LP(vPdp), ¥n € N.
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So, we only need to prove the same bound for the operators R,,. But, if we denote by St
the partial sums of the Fourier series with respect to the measure (z — ¢)?w(z)dz, it turns
out that

Raf(@) = =) [ (r= Rz () fuldy = (@ - i (1L

7a:)7
—1 y—c

whence
HRanLp(upw) < CHfHLP(va) Vf S Lp(va)7 Vn e N
5o <f D )iy < O ooy VF € L0Pw), ¥ € N

= |(z—¢)

— ||(x—¢)S5_19 ( )HLp(upw) < Oll(z = ¢)gll e (wrw) Vg € LP(|z — c[PvPw), Vn € N
— ||S5_ g(x)Hqu:c elpurw) < CHQHLP(|33 c|PvPw) Vg € LP(|z — c[PvPw), Vn € N
< ||S (m)||Lp(up(x ¢)2w) < CHgHLp(vp(x ¢)2w) Vg € Lp(’Up(l‘ — C) ), Vn € N,

where @(z) = |z — ¢['~2/Pu(z) and ¥(z) = |z — c|*~%/Pu(x).

Therefore, we must prove the boundedness of the partial sums S¢ with the pair of
weights (@, 0). But the Fourier series we are considering now corresponds to the Jacobi
generalized weight (x — ¢)?w(x), which has only k — 1 negative exponents ;, since on the
point ¢ the exponent is v 4+ 2 > 1. By hypothesis, the theorem holds in this case and we
only have to see that the conditions in the statement hold for the weights (z — ¢)?w(z),
|z — ¢|'=2/Pu(z) and |z — c|'2/Pu(x).

Except for the point ¢, these weights have the same exponents as w, u and v. Thus,
those conditions are the same and therefore they are satisfied. At the point ¢, the exponents
are, respectively: v+2, g+1—2/p, G+1—2/p.

So, we have to check the inequalities

2 11 1 y+2+1

1-2 24+ 1)(= — = yrew:o
(G+ p)+(’y+ + )(p 2)<mm{ 5 I3
2 11 1 y+2+1

1- = 24 1)(= — = yreTo
g+1-2 4 42400 - 3> —ming, 72T

and 5 5
G+1—-<g+1—-.
b b

It is clear, from our hypothesis, that they are satisfied. Consequently, we have
155 —19(@) || Lo (a0 (2 —c)2w) < Cllgllr e (@—c)2w) Y9 € LP (0P (2 — ¢)*w), Vn e N.

Thus,
HRanLP(qu) < C”fHLP(UPw) vf € Lp(va)7 Vn € N

and
||Snf||Lp(uPp,) < C”fHLp(qu) \V/f S Lp(vp:u)a Vn € N.
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Therefore, the result is true for k negative exponents ;. By induction, it is true in
general and the first part of the theorem is proved.

b) Now, assume that the operators S,, are uniformly bounded. Let us prove that (2),
(3) and (4) are satisfied.

From a result of Maté, Nevai and Totik ([3], theorem 1), it follows

w(z) V21— 2?) "V (x) e LP
w(x)71/2(1 _ x2)71/4v(x)71

These conditions are equivalent to (2) and (3). Thus, we only need to prove (4), that is:
3C > 0 such that uw < Cv pu—a.e.

In fact, we are going to show that the same C of the hypothesis works. First of all, let us
note that from the hypothesis it follows

HRHLP(uf’du) < CHRHL”(vpd/L) (14)

for every polynomial R, since S,,R = R if n is big enough.

It is clear that there exists a polynomial @ such that both |Q[PuP and |Q|PvP are
p-integrable. Let us denote v’ = |Q|PuP and v/ = |Q|PvP. Then, for every f € LP(u'du) N
LP(v'du) there exists a sequence of polynomials R, such that

1
lim |f — Rp|P(u' +v")dp = 0.
-1

n—oo

From this and (14) we obtain

1

1 1 1
/ |f|Pu/dp = lim / |R,QPuPdyp < CP lim / |R,Q|PvPdp = C’p/ |fIPv'dp.
1 n—oo J 1 n—oo J 1 1

Taking now E = {z € [-1,1];u(x) > Cv(z)} and f the characteristic function on E, we
deduce p(E) = 0.
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