THE VARIANCE CONJECTURE ON SOME POLYTOPES

DAVID ALONSO-GUTIERREZ AND JESUS BASTERO

ABSTRACT. We show that any random vector uniformly distributed on any
hyperplane projection of B or BY, verifies the variance conjecture
Var |[X|2 < C sup E(X,¢&)2E|X|2.
56 Sn— 1
Furthermore, a random vector uniformly distributed on a hyperplane projec-
tion of BZ verifies a negative square correlation property and consequently
any of its linear images verifies the variance conjecture.

1. INTRODUCTION AND NOTATION

Let X be a random vector in R™ with a log-concave density, i.e. X is distributed
on R™ according to a probability measure, ux, whose density with respect to the
Lebesgue measure is exp(—V) for some convex function V : R” — (—o0, o0]. For
instance, vectors uniformly distributed on convex bodies and Gaussian random
vectors are log-concave.

A random vector X is said to be isotropic if:

i) The barycenter is at the origin, i.e., EX = 0, and
ii) The covariance matrix Mx is the identity I, i.e. E(X, e;)(X,e;) = 6; 5,
1<i,j<mn,
where {e;}7_; denotes the canonical basis in R” and ¢; ; denotes the Kronecker
delta. It is well known that every centered random vector with full dimensional
support has a unique, up to orthogonal transformations, linear image which is
isotropic.
Given a log-concave random vector X, we will denote by A% the highest eigen-

value of the covariance matrix Mx and by ox its “thin shell width” ‘i.e.

sup E(X,6)?,
gesn—1

\/E 1] - (Blx]2)2

(8™~ represents the Euclidean unit sphere in R™).
In Asymptotic Geometric Analysis, the variance conjecture states the following;:

o= IMxllgoe =

2

ox

Conjecture 1.1. There exists an absolute constant C' such that for every isotropic
log-concave vector X | if we denote by |X| its Euclidean norm,

Var | X|* < CE|X|? = Cn.
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This conjecture was considered by Bobkov and Koldobsky in the context of the
Central Limit Problem for isotropic convex bodies (see [BK]). It was conjectured
before by Antilla, Ball and Perissinaki, (see [ABP]) that for an isotropic log-concave
vector X, | X| is highly concentrated in a “thin shell” more than the trivial bound
Var|X| < E|X|? suggested. Actually, it is known that the variance conjecture is
equivalent to the thin shell width conjecture:

Conjecture 1.2. There exists an absolute constant C' such that for every isotropic
log-concave vector X

ox = \E|IX| - va| <C.

It is also known (see [BN], [EK]) that these two equivalent conjectures are
stronger than the hyperplane conjecture, which states that every convex body of
volume 1 has a hyperplane section of volume greater than some absolute constant.

The variance conjecture is a particular case of a stronger conjecture, due to
Kannan, Lovész and Simonovits (see [KLS]) concerning the spectral gap of log-
concave probabilities. This conjecture can be stated in the following way due to
the work of Cheeger, Maz’ya and Ledoux:

Conjecture 1.3. There exists an absolute constant C such that for any locally
Lipschitz function, g : R™ — R, and any centered log-concave random vector X in
R’I’L

Var g(X) < CAXE[Vg(X)|*.

Note that Conjecture 1.1 is the particular case of Conjecture 1.3, when we con-
sider only isotropic vectors and g(X) = | X|2. Our purpose in this paper is to study
the particular case of Conjecture 1.3 in which ¢g(X) = |X|? but X is not necessarily
isotropic. Thus, we will study the following general variance conjecture:

Conjecture 1.4. There exists an absolute constant C such that for every centered
log-concave vector X
Var | X|> < ONYE|X|2.

In the same way that Conjecture 1.1 is equivalent to Conjecture 1.2, Conjecture
1.4 can be shown (see Section 2) to be equivalent to the following general thin shell
width conjecture:

Conjecture 1.5. There exists an absolute constant C such that for every centered
log-concave vector X
ox < CAx

Notice that since Conjecture 1.4 and Conjecture 1.5 are not invariant under lin-
ear maps, these two conjectures cannot easily be reduced to Conjecture 1.1 and
Conjecture 1.2. We will study how these conjectures behave under linear trans-
formations and we will also prove that random vectors uniformly distributed on a
certain family of polytopes verify Conjecture 1.4 but, before stating our results, let
us recall the results known, up to now, concerning the aformentioned conjectures.

Besides the Gaussian vectors only a few examples are known to satisfy Conjecture
1.3. For instance, the vectors uniformly distributed on £;-balls, 1 < p < oo, the
simplex and some revolution convex bodies ([S], [LW], [BW], [Hu]). In [K4], Klartag
proved Conjecture 1.3 with an extra logn factor for vectors uniformly distributed
on unconditional convex bodies and recently Barthe and Cordero extended this
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result for log-concave vectors with many symmetries (see [BC]). Kannan, Lovész
and Simonovits proved Conjecture 1.3 with the factor (E|X|)? instead of A% (see
[KLS]), improved by Bobkov to (Var|X|?)'/2 ~ ox E|X| (see [Bo]).

In [K3], Klartag proved Conjecture 1.1 for random vectors uniformly distributed
on isotropic unconditional convex bodies. The best known (dimension dependent)
bound for general log-concave isotropic random vectors in Conjecture 1.2 was proved
by Guédon and Milman with a factor n!/3 instead of C, improving down to n'/4
when X is 12 (see, [GM]). This results give better estimates than previous ones by
Klartag (see [K2]) and Fleury (see [F]). Given the relation between Conjecture 1.1
and Conjecture 1.2 we have that Conjecture 1.1 is known to be true with an extra
factor n2/3.

Very recently Eldan, ([E]) obtained a breakthrough showing that Conjecture 1.2
implies Conjecture 1.3 with an extra logarithmic factor. By using the result of
Guédon-Milman, Conjecture 1.3 is obtained with an extra factor n?/3(logn)?.

Since the variance conjecture is not linearly invariant, in Section 2 we will study
its behavior under linear transformations i.e., given a centered log-concave random
vector X, we will study the variance conjecture of the random vector TX, T €
GL(n). We will prove that if X is an isotropic random vector verifying Conjecture
1.1, then the non-isotropic T o U(X) verifies the variance conjecture (1.4) for a
typical U € O(n). We will also show the equivalence between Conjecture 1.4
and Conjecture 1.5. As a consequence of Guédon and Milman’s result we obtain
that every centered log-concave random vector verifies the variance conjecture with
constant Cn? rather than the Cn’3 (logn)? obtained from the best general known
result in Conjecture 1.3.

The main results in this paper will be included in Section 3, where we will show
that random vectors uniformly disitributed on hyperplane projections of BT or BY
(the unit balls of ¢} and ¢7, respectively) verify Conjecture 1.4. Furthermore, in
the case of the hyperplane projections of B, we will see that they verify a negative
square correlation property with respect to any orthonormal basis, which will allow
us to deduce that also a random vector uniformly distributed on any linear image
of any hyperplane projection of BY will verify Conjecture 1.4.

In order to compute some quantities on the hyperplane projections of B} and
B! we will use Cauchy’s formula which, in the case of polytopes can be stated like
this:

Let Ky be a polytope with facets {F; : ¢ € I'} and K = Py Ky be the projection
of Ky onto a hyperplane. If X is a random vector uniformly distributed on K, for
any integrable function f: K — R we have

 « Vol(Pu(Fy))

Ef(0) =3 oty B Py,

el

where Y is a random vector uniformly distributed on the facet F; and Vol denotes
the volume or Lebesgue measure.
Let us now introduce some notation. Given a convex body K, we will denote by

K its homothetic image of volume 1 (Vol(K) = 1). K = " 15(1()' We recall that

a convex body K C R" is isotropic if it has volume Vol(K) = 1, the barycenter
of K is at the origin and its inertia matrix is a multiple of the identity. Equiv-
alently, there exists a constant Ly > 0 called isotropy constant of K such that
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L} = [i(x,0)*dz,¥0 € S"'. In this case if X denotes a random vector uni-
formly distributed on K, A\x = Lg. Thus, K is isotropic if the random vector X,
distributed on L}lK with density L% x LK is isotropic.

When we write a ~ b, for a,b > 0, it means that the quotient of a and b is
bounded from above and from bellow by absolute constants. O(n) will always
denote the orthogonal group on R”™.

2. GENERAL RESULTS

In this section we are going to consider the variance conjecture for linea[K1],r
transformatios of a fixed centered log-concave random vector in R™. Our first result
shows that if such random vector is not far from being isotropic and verifies the
variance conjecture, then the average perturbation (in the sense we will state in the
proposition) will also verify the variance conjecture.

Proposition 2.1. Let X be a centered isotropic, log-concave random vector in R™
verifying the variance conjecture with constant Cy. Let T € GL(n) be any linear
transformation. If U is a random map uniformly distributed in O(n) then

Ey Var [T o U(X)|* < COITI5, TN Fs = COWMFou(x)EIT 0 u(X)[?
for any u € O(n), where C is an absolute constant.

Proof. The non singular linear map T can be expressed by T = VAU; where
V,Up € O(n) and A = [A1,...,A] ( A; > 0) a diagonal map.

Given {e;}1_; the canonical basis in R™, we will identify every U € O(n) with the
orthonormal bas1s {n:}_ such that U;Un; = e; for all i. Thus, by uniqueness of the
Haar measure 1nvar1ant under the action of O(n) we have that, for any integrable
function F

EUF(U) = ]EUF 7717~~-;77n
/ / / F(Wlavnn)d’/(nn)d”(ﬂl)a
Sn—1Jgn=1nn Sn=1npin--Nnt_

where dv(n;) is the Haar probability measure on S"~'Nni-N---Nn; ;. Then, since

T oUX)]? = [ALUX? =Y (AU UX, e:) = Y N(X,m;)?

i=1

n

EyVar [ToU(X)? = Z/\‘*Eu(lE(X mi)* — (B(X,n:)%)?)
+ ZXZV (B(X,7:)(X, ;)% — B(X, mi)*B(X, 5)?).
i#£j

Since for every 4

Ey (B(X, m)* — (B(X, 7:)%)?)

IN

BUB(X,n)t = EIX[* [ (er,m)dv(m)

LE|X|4

n(n + 2)

and for every i # j, denoting by Y an independent copy of X,
EU(E<Xa 771>2<Xa nj>2 - E<X, 772>2]E<Xa 77j>2)

)
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X 2 X 2
=EX4/ <,771> / <,772> dv(n2)dv(m
| ‘ Sn—1 |X| S"’lﬁnf |X| ( )
X 2 Y 2
~EXPIYE [ <n> / <n> dv(2) ()
n—1 |X| Snflﬂ'r]f‘ ‘Y|
_EIX|* /1 1
=2 (G [ ey
EIX[2Y|? (1 / X >y 2d )
e Y ~ X y
n—1 n - |X|7771 |Y|7771 m
CEX)P /13
n—1\n nn+2)

EIXPYE (1 1 2 /X YV
n—1 n nn+2) nn+2)\|X|"|Y]

we have that

EyVar [T o U(X)|> < ﬁE|X| ZM

ElX[* - (E[X]*)?  2E[X]? \Y|2 X 2,2
+< n(n+2) (- Dn(n+2) (1 <X| |Y> ))Z“

i#]
- Var | X
EIX|" YA+ ar' | Z)\QAQ
i=1

= n(n+2)

Now, since for every § € S"~1 E(X,6)? = 1 and X satisfies the variance conjec-
ture with constant C7, we have

E[X|* = Var|X[* + (E|X]*)* < Cin +n® < CCin®.

and
EyVar [ToU(X)]> < CQZA4 Clzmz
i#£]

Hence, given any u € O(n), let {v;}?; be the orthonormal basis defined by v; =
Ui ou(ey), for all i. Then we have

)\TOU(X) = sup E(Tou(X),0)?= sup E(AUuX,0)?
fesn—1 gesn—1
2
= sup E (ZA X, 1/1><e“9>>
gesn—1 i=1

n

= A ei, 0) = A =T
aesgglz; Hei )" = max XF =T,

and

n

EITou(X)? = S NE(X,u)? ZA2 ITN%s

i=1
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Thus

IN

Cq
EyVar |T o U(X)[? CCITI T s + ;||T||3p >N
2 2 2 s
COLTGNT [ zs + Crll TN T s

= CCTI3,ITIs = CC1 G oux)EIT 0 u(X)|?

O

Remark. The same proof as before can be applied when X is not necessarily
isotropic. In this case

Ey Var [T o U(X)[? < CCY AT, (x)EIT 0 u(X)[?

for any u € O(n), where B is the spectral condition number of its covariance matrix
i.e.

maXgegn—1 E<X, 9>2

mineean E<X, 9)2 '

B* =

As a consequence of Markov’s inequality we obtain the following

Corollary 2.2. Let X be an isotropic, log-concave random vector in R™ verifying
the variance conjecture with constant C1. There exists an absolut constant C' such
that the measure of the set of orthogonal operators U for which the random vector
T o U(X) verifies the variance conjecture with constant CCy is greater than %

In [GM] it was shown that every log-concave isotropic random vector verifies the
thin-shell width conjecture with constant Cy = Cns. Also, an estimate for ox was
given when X is not isotropic.

The following proposition is well known for the experts. However we include here
for the sake of completeness. As a consequence and, by using the result in [GM],
we will obtain that every centered log-concave vector, isotropic or not, verifies the
variance conjecture with constant Cn rather than Cn3 (logn)2.

Proposition 2.3. Let X be an isotropic log-concave random vector, T a linear
map and orx the thin-shell width of the random vector T X i.e.
2

oy =E||TX| - (E|TX|?)?

Then
o2 < Var [TX|? < Cio2e 4 C ||TH§p \2
TX=CETXPE TN T) g T

Proof. The first inequality is clear, since

2
2 [ITX] + BITX )}

1
E(ITX| - BITXP)} ETXP

Var [T X |?
E[TX]?

Let us now show the second inequality. Let B > 0 to be chosen later.

2
ohx <E|ITX| - (ETX?)}

2 2 2|2
Var [TX|* = E||TX|*-E[TX| X{irxi<nierx )
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2 212

The first term equals

’\TX| + (B|TX]?)

[ |irx) - @irx)|

Xirx|<BEiTxs)})
< (1+ B)’07xE[TX .

If B> f’ the second term verifies
2 2 4
B|ITXP - BITXP| X{irx1>BEITX?)}) < ETX] Mirx|>pErxe)t)

By Paouris’ strong estimate for log-concave isotropic probabilities (see [Pa]) there
exists an absolute constant ¢ such that

T
tll s

P{|TX| > ct(E[TX[*)2} < e "Tlop vt > 1.

Choosing B = max {c, %} we have that the second term is bounded from above
by

4 1
E|ITX| T BYE|TX|?)*P{|TX| > B(E|TX|*)z}
(oo}

+B4(EITX|2)2/ APP{|TX| > Bt(E|TX[*)? }dt
1

4 I o0 I
< BT, hHE T g [
1

PTG,
< OQHT”?);D
Hence, we achieve
Var [TX|? 2 2 I1Tl5
_— orx (L+ B)" + Cy P
E|TX]? ™ 173 s
< Crosy + Oy HT”
< 1
™~ [ial
CIUTX + 02 H ||Op )\
[al

O

As a consequence of this proposition we obtain that Conjecture 1.4 and Conjec-
ture 1.5 are equivalent. Combining it with the estimate of orx given in [GM] we
obtain the following

Corollary 2.4. There exists an absolute constant C such that for every log-concave
isotropic random vector X and any linear map T € GL(n) we have

orx < CiArx — Var [TX|* < C,E|TX|?
and
Var |TX|* < CoE|TX|? = orx < CCi)\rx.

Moreover, both inequalities are true with Co = Cn?/3.
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Proof. The two implications are a direct consequence of the previous proposition
and the fact that ||T|op < |T||ms. It was proved in [GM] that

1 2
orx < COIT|5IT s

Thus, by the previous proposition

2
B < Cirbe O
< CNix (HT”’iS * HTH%p)
1715 1T s
< oa Tl oo
17113y
since | Tllop < 1Tl s < vl Tllop- H

The square negative correlation property appeared in [ABP] in the context of
the central limit problem for convex bodies.

Definition 2.5. Let X be a centered log-concave random vector in R™ and {n; }1_,
an orthonormal basis of R™. We say that X satisfies the square negative correlation
property with respect to {n;}1_, if for every i # j

E<X7 772‘>2<X7 nj>2 < E<X’ ni>2E<X7 77j>2~

In [ABP], the authors showed that a random vector uniformly distributed on B}
satisfies the square negative correlation property with respect to the canonical basis
of R™. The same property was proved for random vectors uniformly distributed on
generalized Orlicz balls in [W], where it was also shown that this property does
not hold in general, even in the class of random vectors uniformly distributed on
1-symmetric convex bodies.

It is easy to see that if a random centered log-concave vector X satisfies the
square negative correlation property with respect to some orthonormal basis, then
it also satisfies the Conjecture 1.4. Furthermore, the following proposition shows
that, in such case, also some class of linear perturbations of X verify the Conjecture
1.4.

Proposition 2.6. Let X be a centered log-concave random vector in R™ satisfying
the square negative correlation property with respect to any orthonormal basis, then
the Conjecture 1.4 holds for any linear image T € GL(n).

Proof. Let T = VAU, with U,V € O(n) and A = [A\1,...,\,] ( \; > 0) a diagonal
map. Let {n;}; the orthonormal basis defined by Un; = e; for all i. By the square
negative correlation property

Var [TX[? = Zx* (Xm)* = (B(X,m)*)?)

+ ZW (X, m)2(X,m5)? = B(X,7:)*E(X, n;)?)
#J

ZA“ (X, m)* = (B(X,m:)*)?)

IN
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By Borell’s lemma (see, for instance, [Bor], Lemma 3.1 or [MS], Appendix IIT)
E<Xa Th>4 < C(]E<X7 7h‘>2)2-
Thus

Var [TX[? < CZA4 (X,m:)?)? < ON2 XZ)\Q (X, ;)2

C)\QXIE|TX\2.
0

Remark. Notice that if X satisfies the square negative correlation property with
respect to one orthonormal basis {n;}?_, and U is the orthogonal map such that
U(n;) = e;, the same proof gives that AUX wverifies Conjecture 1.4 for any linear
image A = [A1,..., ] (A >0).

Even though verifying the variance conjecture is not equivalent to satisfy a square
negative correlation property, the following lemma shows that it is equivalent to
satisfy a “weak averaged square negative correlation” property with respect to one
and every orthonormal basis.

Lemma 2.7. Let X be a centered log concave random vector in R™. The following
are equivalent

i) X wverifies the variance conjecture with constant Cy
Var | X|> < C1\4%E|X .

i) X satisfies the following “weak averaged square negative correlation” prop-
erty with respect to some ortonomal basis {m ', with constant Cy

i#]
iii) X satisfies the following “weak averaged square negative correlation” prop-
erty with respect to every ortonomal basis {n;}7—, with constant Cs

> (EB(X,0:)%(X,m5)? — B(X, m) *B(X,m;)?) < CaAXE[X?,
i#£]
where
02301§C2+C Cg§01§C3+C
with C an absolute constant.

Proof. For any orthonormal basis {n;}_; we have

n

Var |[X|? = Z(E<X mi)t = (B(X,1:)%)*)
+ Z (X, 0:)2(X,m;)% = E(X, ;) *E(X, m;)?).
i#]

Denoting by A(n) the second term we have, using Borell’s lemma, that
A(n) < Var [X[? < ONXEIX[ + A(n),

since ZE X,n)* < CsupE(X ni)? ZE(X, ni)? = ONXE[X|2. O
i=1 i=1
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3. HYPERPLANE PROJECTIONS OF THE CROSS-POLYTOPE AND THE CUBE

In this section we are going to give some new examples of random vectors verify-
ing the variance conjecture. We will consider the family of random vectors uniformly
distributed on a hyperplane projection of some symmetric isotropic convex body
K. These random vectors will not necessarily be isotropic. However, as we will see
in the next proposition, they will be almost isotropic. i.e. the spectral condition
number B of their covariance matrix verifies 1 < B < C for some absolute constant

C.

Proposition 3.1. Let Ky C R" be a symmetric isotropic convex body, and let
H = 6+ be any hyperplane. Let K = Py (Ky) and X a random vector uniformly
distributed on K. Then, for any £ € Sy = {z € H;|z| =1}

E(X,¢)° (x,6)%dx ~ Li,.

),
Vol(K)'F#1 Jk
Consequently Ax ~ Lk, and B(X) ~ 1.

Proof. The two first expressions are equivalent, since Vol(K )ﬁ ~ 1. Indeed, using
Hensley’s result [He] and the best general known upper bound for the isotropy
constant of an n-dimensional convex body [K1], we have

1 1 c n—1 c n—1
Vol(K)»=1 > Vol(Ko N H)»-1 > () > <1> > c.
Lk,

On the other hand, since (see [RS] for a proof)
1
EVOI(K)VOI(KO NHY) < Vol(Ky) =1

we have

1 n n-1 n n—1 1
I(K)»—T < | ——— < | — < -1 <
Vo ( ) - (27”(K0)) - (QLK()) > (Cn> <eg,

where we have used that r(Ky) = sup{r : rBY C Ko} > cLg,, see [KLS].

Let us prove the last estimate. Let S(Kp) be the Steiner symmetrization of K
with respect to the hyperplane H and let S; be its isotropic position. It is known
(see [B] or [MP]) that for any isotropic n-dimensional convex body L and any linear
subspace E of codimension k

where C is a convex body in E+. In particular, we have that

1
Ls (ko)

Vol(Sy N H) ~

and

1
Vol(S1NHNEL) ~

5 .
LS(KO)
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Since Ky is symmetric, S1 N H is symmetric and thus centered. Then, by Hens-
ley’s result [He]

Vol(S) N H)? 1 /
L2 ~ ~ 2d
S ™ Vol(Sy nH NeL)Z ™ Vol(S: N H) smg@’@ *
~ e [ e
Vol(Sy N H) 7=t Js,nm

because Vol(S; N H) ~ —L— and so Vol(S; N H)ﬁ ~ C.

Ls(xo)
But now, S; N H = Vol(S; ﬂH)_ﬁ(Sl NH) = S(Ky) N H = K, because, even
though S(Kj) is not isotropic, S is obtained from S(K() multiplying it by some A
in H and by —— in H*. Thus,

An—1
L%’(Ko) ~ /N <J},£>2d$ :/ <J},€>2d$ = %/ <J),§>2dﬂf
S0l R Vol(K)'a=1 JKk
and since Lg(x,) ~ Lk, we obtain the result. g

The first examples we consider are the random vectors uniformly distributed on
hyperplane projections of the cube. We will see that these random vectors satisfy
the negative square correlation property with respect to any orthonormal basis.
Consequently, by Proposition 2.6, any linear image of these random vectors will
verify the variance conjecture with an absolute constant.

Theorem 3.2. Let § € S"~! and let K = Py BY be the projection of B on the
hyperplane H = 6. If X is a random vector uniformly distributed on K then, for
any two orthonormal vectors n1,n2 € H, we have

E(X,m1)3(X,m2) < E(X, m) E(X, n2)°.

Consequently, X satisfies the negative square correlation property with respect to
any orthonormal basis in H.

Proof. Let F; denote the facet F; = {y € Bl ;yj = sgni} , i € {*1,...,£n}.
From Cauchy’s formula, it is clear that for any function f

+n 9@ ,
2100 = 3 gt BUY)

where Y? is a random vector uniformly distributed on the facet Fj.
Remark that

Vol(Py (F;)) = {8, eji)| Vol(F;) = 2" 16|

for i = £1,...,+n and Vol(K) = 2"~ 1|0||;.
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For any unit vector n € H, we have by isotropicity of the facets of BY

+n

164
Z ||
==

206

+n

_ Z | |i\‘
i==4

 2[6]:

*ZZ

j=1 i=+1

ZZ: <2|9|

3110111

E(X,n)? E(Y',n)? =

n

=D

Jj=1

271
Rk

|0|z\|
||9||

2
J

1

)_

Consequently,

On

Sin

1

Vol(B% ™)

]E<X 771> ]E<X 772>

Zlel

16112

n

0+ @)+ D

i1,i2=1

2
9 “

9
1 . .
= M) +m(?).
the other hand, by symmetry,

+n

93

i=%£1

16}

E Yi, 2 Yi, 2

E<Xa 771>2<X’ 772>

+n

>

i=%1
n

=

16}
2|€]l1 Vol
10;] 1
10]]1 Vol(B5s 1)

1651
161}

10,115,
ez ™

2 2

]

16:]

2 10;]
7010111

(i1)?ma2(i2)?

TS e (0 P+ 0 (P )+ (i)l

/ 1 <<ya]Deiif’71>2<y>PeiL772>2<i>7’2(1.)2<y3}Deiinl>2+
B i

(@)Y, Pene)® + m(0)n2(0)? + 4 (D) {y, Pex )y, Pesa) ) dy

n

16

1
ETRYE =S LY , P, ,Poimo)d
Ol(Bgo_l) /BZ}Ol(y eil771><y fn2> Yy

. <y7 Pejn1>2<ya Pp}ﬁ2>2dy>

1
3"

O (om0 + 3m0 + 3m (o m(i+

/ (Y, P.rm)(y, P.rna)dy
B;’é_l i i

(&

4 ()n2(i)
1
Vol(B% ™)

_
ol(B% ™)

. <yv Pe$n1>2<ya Pefn2>2dy>

ce

1

/n,1<y,Pe¢m><y,Pe¢n2>dy

Vol(B%™)

L (GmPPsm + PP+ i+

/;n—l Z Y ym(l)ne(l2) | dy

l1,la7#4
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1
- vOuBz:.f/Bw(Zyl"l ”2 )

l#1
= 2 nm)
I£i
= ()~ mm(i)
= —%771(i)7]2(i)
the previous sum equals
16:] 1 o 1
Znen ( i+ Sy —n1(2)2772(2)2+w/3;1<y,Pe;771>< Pom) dy).

Now

)

1
Vol(B% 1) /BH@’Pe%771>2<yapeiln2>2dy

1
Vol(B"_1)/ > yl1yl2yl3yl4n1(ll)nl(ZQ)n2(l3)n2(l4)) dy
%) Bt

l1,l2,l3,la
2 2 1

= %;m(l) n2(1) Wég@ly?dy
! zﬁélz(:sé i) VOI(;n_l) / n-1 yl21yl22dy(n1 (51)2772(12)2 +m1(l)m(I2)n2(l)n2(12))
= - Zﬁl 2+ § Z (m (11)*m2(l2)? + mu (L) m (L) n2 ()2 (12))

l;éz Li#l2 (1)
= 52771(0 n2(1)

I#£i
+ % [Z (m (0?1 =n2(D)? = 12(0)*) + m @2 (1) (s m2) = m (On2(l) = m1(D)n2(0)))

I1#i

= LS00y

1#£i
. ;(1_771 =S 2 (0)? = ma(0)? + m () 0)?

l#1
— 2771 )%+ m(i)*n2(i)?
l#1
- 5- %m (i)* - %nzuf FSmPR6)? - 3 3 0P
1#£i

Consequently

ECXm )X m)? = Zuon (07 + 3 = gm0l
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L2~ 10 o 2
< 4z E
= 9 + 9 4 ||0||1 (771(1) + 772(2) )
which concludes the proof. O

By Proposition 2.6 we obtain the following

Corollary 3.3. There exists an absolute constant C' such that for every hyperplane
H and any linear map T, if X is a random vector uniformly distributed on Pg Bl ,
then T X werifies the variance conjecture with constant C, i.e.

Var |TX|> < CA24E|TX|?

The next examples we consider are random vectors uniformly distributed on
projections of Bf'. Even though in this case we are not able to prove that these
vectors satify a square negative correlation property, we are still able to show that
they verify the variance conjecture with some absolute constant.

Theorem 3.4. There exists an absolute constant C' such that for every hyperplane
H, if X is a random vector uniformly distributed on Pg By, X verifies the variance
conjecture with constant C, i.e.
Var | X|> < ONXE|X|2.
Proof. First of all, notice that by Proposition 3.1 we have that for every £ € S"~1n
H
ny—+ 2 2
E(Vol(B})™ "X, &))" ~ Lgn ~1
and so
2 1 2 1
)\vaﬁ and E|X| ~
5 C

Thus, we have to prove that Var |X[* < —.

By Cauchy formula, denoting by 6 the unit vector orthogonal to H, Y a random
vector uniformly distributed on A,,_1 = {y € R™ : y; > 0,>." v = 1}, € a
random vector, independent of Y, in {—1,1}" distributed according to
co) = (€0, )] _ Vol 1 (An—1)[{c0, 0)]

> iy &0 2y/nVoly—1(Pu(BY))

and
ex = (6121, ..., EnTy)
we have that

Var |X|?

E|IX|* — (E[X[*)? = E|Py(Y)|" — (E[Py/(eY)[*)?
= E(leY]” — (Y,0)*)" - (E(leY]* — (,6)%))
= E(Y]? - (V,e0)*)? — (E(]Y]* — (V,e0)*))
< ElY|* +EEY,0)* — (E]Y)? — E(eY,0)2)%
Since for every a,b € N with a + b = 4 we have
ald!
(n+3)(n+2)(n+1)n

]Eyla}/Qb _
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we have

E|Y[* nEY +n(n — 1)EY2YZ
4! 4(n —1)

)LD+l mEmr)(nt )

4 1

Denoting by € a radom vector uniforly distributed on {—1,1}™ we have, by Khint-
chine inequality,

VOlnfl(Anfl)
2\/75\/01“,1<PH(B{L>)
= S e B el
CEy (E.(c,0)%)* g E.(cY,0)%)*

CEy (i Yf@?)

i=1

E(eY, )4 Ey > |{e0)EY.0)"

ee{-1,1}"

IN

IN

= C IEY14294+EY1Y2229292
=1 i#£j

_ c 4 2n2
= GTIeIIe T 2420 +4299

i,j=1

= F
since Ez 1 Z Z’L 1 7,
On the other hand, since
2 1

EY? = ——— d EY Yy = ————
Lo+ 1)n an 2T it )n

we have
2

E|Y|]? = nEY? = ——l

and

E(eY,0)> = ZY202 + > eiE;ViY;0:0;
i#]
EY? + ) 0:0,Ecie;Ey V15
i#]
2

B (n+1)n * (n+ l)n(EE<E’0>2 -1)

B 1 s 1
= Gmronl TEED)~ o

since, by Khintchine inequality,

VOlnfl (Anfl)
EE , 9 2 — g, 9 3
(¢,0) 2v/nVoly 1 (P (BY)) __ {zl;l}n &0
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< CE|(e,0)° ~C

Thus
4 1
(E|Y > - E(eY,0)%)? = —+0 <n3>
and so
Var | X | < %
n

O
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